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1. Introduction and Motivation

The modern 5G and beyond-5G wireless systems are supposed to support various classes
of applications with very different and potentially conflicting service requirements, from Ultra-
Reliable Low Latency Communication (URLLC) to Enhanced Mobile Broadband (eMBB),
and Massive Machine Type Communications (mMTC). The increased complexity of these
networks, which is caused by the enormous number of connected devices and various ap-
plications with different Quality of Service (QoS) requirements, hinders the traditional meth-
ods to efficiently and adequately operate. In the past few years, data-driven and machine
learning-based techniques have attracted a lot of attention in both industry and academia as
potential solutions to manage wireless networks. Recently, a massive amount of research
has investigated the feasibility of machine learning techniques in solving some critical prob-
lems in wireless communications, e.g., resource management, network access, rate control,
and security [3–5].
Scalability is one of the main issues in machine learning techniques, as centralized ap-
proaches may limit the scaling of the system in terms of number of connected devices and
significantly reduce the system’s performance. On the other hand, different Key Perfor-
mance Indicators (KPIs) could be difficult to satisfy, since improving one may deteriorate
others. These problems could possibly be addressed by employing distributed/hierarchical
solutions or defining multi-objective optimization problems and using machine learning to
solve them. In a hierarchical/distributed approach, the original problem is split into multiple
simpler sub-problems, and each task is assigned to a different agent or solver that operates
in different levels of abstraction.
In this deliverable, we first provide an overview of the different architectures of hierarchical
learning as well as decentralized and distributed machine learning. Then we took a look at
multi-objective optimization problems and discuss some use-cases and applications of these
techniques in wireless communications. More specifically, in Chapter 2 we overview different
Hierarchical Reinforcement Learning (HRL) techniques where the original problem is divided
into multiple layers of hierarchies, and different agents or solvers solve problems in different
abstract layers. As discussed, these techniques can effectively simplify the reinforcement
learning agent’s architecture, increase the inter-agent knowledge sharing and reduce the
state and action space. We have also investigated some of the applications of HRL in
wireless communications.
In Chapter 3 we discuss the framework of decentralized machine learning, a key enabler
for edge intelligence. Being abroad and active field, we focalized our exposition on the
important notions of robustness of the solution and the available tools to reduce the amount
of information to share in the network to converge to a solution. We also introduced Agnostic
Decentralized Gradient Descent Ascent (AD-GDA), an algorithm that is shown to produce
fair predictors using a compressed communication.
The remaining chapters provide some practical examples of application of hierarchical and/or
distributed learning. More specifically in Chapter 4, we discussed different sensing tech-
niques using radio frequency signals. We then introduced an Millimeter Wave (mmWave)
radar-based gesture recognition system called Pantomime. Pantomime uses a hierarchical
learning scheme to capture spatial features of radar-generated point clouds through a set
of layers and then fuse the spatial features to capture the temporal evolution of the gesture.
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In Chapter 5, we present a multi-objective minimization problem for Reconfigurable Intelli-
gent Surface (RIS) assisted Unmanned Aerial Vehicle (UAV) cellular networks. The main
motivation for the network design is to provide sustainable connectivity in semi-urban/rural
areas or in emergency/disaster relief scenarios. On those grounds, an optimization problem
is devised which determines the UAV trajectory, RIS phase, and UAV transmission power
while ensuring a ground User Equipments (UEs) receive a guaranteed rate. To solve this
joint optimization problem, we employed successive convex approximation, which iteratively
optimizes the UAV trajectory, RIS phase, and UAV transmission power to converge to an
optimal solution. The system is being further investigated to employ more dynamic network
configurations and introduce data-driven optimization methodologies such as reinforcement
learning.
In Chapter 6, we addressed multi-objective problem involving control and communication.
The main idea is to find a suitable network configuration capable of optimizing the control
performance while saving network resources. To achieve the proposed scheme, we elabo-
rated on a new metric, age-of-loop, that encompasses the timing behavior of a closed-loop
system, followed by a learning approach. The prospective concept was utilized as a basis
for scientific publications and patent applications.
Hierarchical and distributed machine learning techniques are still an active field of research
as they have great potential in solving some fundamental problems in wireless communica-
tions systems, as each device can operate as an autonomous and intelligent agent. This can
increase the systems’ reliability and improve security by reducing sensitive data exchange
between devices and central decision-makers. Still, some serious issues and challenges
need to be addressed before employing a fully decentralized approach in real-world opera-
tional systems. Finding an optimal solution in a fully decentralized fashion is not easy, as the
solutions may even diverge in multi-objective optimization scenarios with multiple conflict-
ing goals. So more advanced techniques need to be introduced to deal with this increased
complexity.
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2. Hierarchical Reinforcement Learning: An Overview

As the name implies, the HRL is a family of Reinforcement Learning (RL) algorithms where
the problem is decomposed into different hierarchies of subproblems or subtasks, where
the higher-level tasks invoke the primitive lower-level actions. The goal of HRL is to learn a
multi-layer policy to perform control at different levels of temporal abstraction. Different from
flat RL, the agent now can choose either macro-actions (consisting of sequences of lower-
level actions), as well as primitive lower level actions. Due to the hierarchy and passing
the control among the layers, the time between different macro-actions may not always be
the same. Fortunately, Semi-Markov Decision Process (SMDP), a generalization of Markov
Decision Process (MDP), can be applied to model a system with different elapsed time
between actions. HRL can effectively reduce the computational complexity of the overall
problem by breaking it down into several simple subproblems and independent learning and
solving these small problems. The learning procedure also can be further accelerated by
transferring the knowledge between different subtasks thanks to the generalization provided
by HRL. On the downside, given the hierarchy constraints, in general, there is no guarantee
that the decomposed solution provided by HRL is also an optimal solution to the original RL
problem [6].

2.1. Hierarchical Reinforcement Learning
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

The general structure of a RL system is presented in Fig. 2.1(a), where an agent learns from
interacting by the environment within an action-reward loop. At each time step, based on its
observation from the environment, the agent takes action and receives new observation and
reward for the action taken.

Environment Agent

State, Reward

Action

(a)

S

N

EW

(b)

Fig. 2.1: (a) Action-reward loop in Reinforcement learning, (b) A simple environment which can be
represented with two layers of hierarchy

Unlike the traditional RL, the HRL agent is provided with background knowledge about the
decomposition of the environment which can be given explicitly or learned through interac-
tion with the environment. As for traditional RL, the goal is to learn the policy that maximizes
the cumulative future rewards.
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To further discuss the motivation behind the problem decomposition in HRL, a simple envi-
ronment is presented in Fig. 2.1(b). The figure represents a house with four rooms with a
small gate between adjacent rooms. A 10 × 10 grid quantized the space in 100 cell. Each
cell represents an individual state that the agent can be in. The agent always starts from the
most top-left cell, and the goal is to reach the most bottom-right cell. The agent can sense
the “state”, i.e. the room that it occupies and its position in the room. In each step, the agent
can take either one of the north, south, east, and west actions that move the state of the
agent to the adjacent cells. The action that takes the agent to the wall leaves its location
unchanged. The agent receives a -1 reward at each time step, and the goal is to reach the
final state with minimum time.
Conventional flat RL needs to store 400 Q-values (100 states and four actions for each state)
to solve this problem effectively. Another approach for solving this problem is to decompose
the state space into two hierarchy levels: at the higher level, the agent learns which room
to go to, while at the lower level, the agent learns to find the path to the gate of the room
chosen by higher levels policies.
The agent’s position inside each room is abstracted to the higher-level agents, as it looks
at the room as a whole and aims to navigate between the rooms. Once the master agent
learned the optimal policy, each “macro” action (choosing the next room to go to) will invoke
and pass the control to the worker agent to move toward the room’s gate. The actions
of the master agent are temporally extended because once they are performed, they will
persist until the agent leaves the current room and enters a new one. The worker agent will
then pass the control back to the master to choose the next room. Here, the master agent
requires only 8 Q-values (4 rooms and two actions, corresponding to the two exit gates from
each room) to store. The worker agents also require to store the Q-values (100 for top-left
room) for their own state-space or the room occupied. Assume a given higher-level policy
chooses to enter the rooms, as shown in Fig. 2.1(b). In this case, the agents need to store
8, 100, 100, and 80 in total 288 Q-values, which is comparatively smaller than the values
for flat RL agent. This gap even goes higher by increasing the scale of the problem. Also,
having multiple similar sub-tasks will help the agents to accelerate the learning process by
sharing the knowledge between worker agents.

2.1.0.1. Semi-Markov Decision Process

HRL problems can be mainly formulated by SMDP, which is a generalized version of MDP
with temporally extended actions. So the transition probability of moving from state s to s′ by
taking action a is P(s′, τ |s, a), where the τ is a random variable that represents the number of
time steps that temporally extended actions take to complete. The expected reward function
then can be expressed as:

Rτ ,a
ss′ = E

{
τ∑

t=1

γt−1rt+τ |st = s, at = a, st+τ = s′
}

(2.1)

where γ ∈ [0, 1] is the discount factor.

2.2. Hierarchical Reinforcement Learning Models
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. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

In this section, we will review the most well-known architectures presented for the HRL
problems. We will start with some classic models from the 1990s and then expand the
discussion to more advanced methods that relays on deep neural networks.

2.2.1. The Options Framework

Introduced by Sutton et. al. in 1999, the option framework [7] is a well-known formulation
for HRL that uses the SMDP to model the RL agent. The framework defines the concept
of option as a generalization of actions that lets the agent choose between the macro and
primitive actions. More formally an option is defined by a triple t =< Io, πo, βo >, where Io
is the initiation set, πo : S × A → [0, 1] denotes the option’s policy and βo : S → [0, 1]
defines the termination condition. By observing a new state, the agent checks whether
it belongs to the initiation set Io, in which case option o is started. The policy πo, then,
takes control and chooses the actions to be taken. At the end of each step, βo is checked
for termination condition, and if true, the control goes back to the global policy. Fig. 2.2
illustrates how actions and states with different temporal lengths could be managed in the
options framework.

Fig. 2.2: State transitions in MDP vs. SMDP. The options let us mange temporally extended ac-
tions [7].

The algorithms following the Options framework, with both primitive actions and options, are
proven to converge to the optimal policy.

2.2.2. Hierarchies of Abstract Machines

Hierarchical Abstract Machine (HAM) [8] defines the subtasks employing stochastic finite
state automata named abstract machines, where each machine can call others as subrou-
tines. HAM defines two types of machines: action states, that determine the action to be
taken in a certain MDP state; and choice states, that select the next machine state with non
deterministic actions.
More formally, an abstract machine can be defined by the triple t =< µ, I, δ >, where µ is the
finite set of machine states, I denotes the stochastic function that maps the MDP states to
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machine states, and δ represents the next-state function that receives the MDP and machine
states and returns the next machine states.

2.2.3. Feudal Reinforcement Learning

Feudal reinforcement learning [9] defines a hierarchy of control, where a level of managers
controls sub-managers and at the same time is controlled by higher-level super-managers or
workers. Higher layer managers assign goals to the workers that are rewarded by performing
actions and reaching the goals. Feudal learning is based on two concepts: Information
and Reward hiding. Information hiding implies that managers observe the environment at
different resolutions and only need to know the state of the system at the granularity of their
own choice of tasks. Reward hiding means that the reward given to a sub-manager is based
on satisfying the sub-goals assigned by the manager, which leads the sub-managers to learn
a policy that satisfies the higher-level managers.

2.2.4. MAXQ

MAXQ [10] is another formulation for HRL that obtains a hierarchy of tasks by recursively
decomposing the value function of original MDP into value functions of smaller constituent
MDPs. Each smaller MDP essentially defines a subtask that can further decompose unless
it is a terminal state.
The decomposition of a Q-values is done as

Q(p, s, a) = V (a, s) + C(p, s, a), (2.2)

where V (a, s) is the expected reward by taking action a in state s and C(p, s, a) is the ex-
pected reward for the overall problem after the subtask p is terminated. Here, the action a
can be a primitive action or a sequence of actions.

2.2.5. Feudal Networks

Inspired by Dayan’s Feudal model (Section 2.2.3) for HRL, DeepMind introduced the FuUdal
Networks [1] in 2015. They presented a modular architecture consisting of two independent
Neural Networks (NNs) that operate as manager and worker, respectively.
The model is illustrated in Fig. 2.3, where both the manager and the worker receive a repre-
sentation of the observation z. The manager creates a different latent state st with a higher
dimension d and passes it to a recurrent NN (f Mrnn) which defines the sub-goal gt for the
worker to achieve. On the other side, the worker receives the assigned sub-goals as well
as the observation representation z and returns the optimal actions to take. The actions are
taken in such a way that satisfies the sub-goals defined by the manager.

2.2.6. Option-Critic Networks

The Option-Critic architecture [2] is an extension to the Options framework (Section 2.2.1),
where the options are not pre-defined and can be started from any state. The internal
policies and the termination conditions can also be learned employing the gradient theorem
as described in [11]. As presented in Fig. 2.4, two levels of policies are defined. The policy
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Fig. 2.3: Feudal networks [1].

Fig. 2.4: Option-critic Networks [2].

over options chooses among options in each step and leaves the control to the sub-policy of
the chosen option until it returns a terminated condition.
The Option-Critic architecture is based on actor-critic, where an actor networks tries different
actions and a critic network that evaluates the performance of the chosen action and gives
feedback to the actor. The actor consists of the local policy, termination functions, and the
policy over options, while the critic keeps QU , the values of the actions taken in different
state-option pairs, and AΩ, the advantage function over options.

2.2.7. More recent models

HRL has been recently investigated in different papers. Some authors considered different
aspects of HRL, e.g., sub-policy adaptation [12] and continuous action control [13], while
others proposed different models employing actor-critic networks [14,15], stochastic NN [16],
and model-free approaches [17].
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The authors in [18] have presented HIRO, an HRL model with two layers of hierarchy. The
higher-level policy defines the behavior of the lower-level policy by assigning the desired goal
state and rewarding the lower-level policy upon reaching these states. The framework also
adopts an off-policy correction to make the learning procedure more sample-efficient. An-
other HRL framework, presented in [19], is called Hierarchical Actor-Critic (HAC). Here the
agent can simultaneously learn the policy of different layers. To avoid the instability issues
of HRL resulted by jointly learning multiple levels of policies, HAC independently trains each
level of hierarchy as if the lower levels are already optimal. Motivated from deep reinforce-
ment learning, Kulkarni et al. have proposed hierarchical-Deep Q-Network (h-DQN) [20]
which integrates hierarchical value function that operates at different temporal scales. The
top-level value function learns a policy over intrinsic sub-goals or options, and the lower-
level value function learns the policy over primitive actions to satisfy the goals determined by
the top-level policy. A meta-learning approach for hierarchical policies is presented in [21]
that improves the sample efficiency of unseen tasks by representing the shared information
as a set of sub-policies. The authors of [22] have introduced the Modulated Policy Hierar-
chies (MPHs) that represent the environments with sparse rewards that can be decomposed
into sub-tasks. The MPH can increase the training stability and performs better exploration
thanks to rich modulation signals, temporal abstractions, and intrinsic motivation.

2.3. Hierarchical Reinforcement Learning for Wireless Communications
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

HRL has been recently employed to solve various problems in wireless communications.
The authors in [23] have proposed a HRL-based algorithm to improve the energy efficiency
in two-tier femtocell networks. Zou et al. [24] employed an optimization-driven HRL approach
for hybrid relaying communications. In particular, they have proposed a Hierarchical Deep
Deterministic Policy Gradient (H-DDPG) that integrated a model-based optimization with a
conventional DDPG. The higher-level performs the relay mode selection (employing a Deep
Q-Network (DQN)), and the lower-level optimizes the continuous beamforming and relays’
operating parameters (by DDPG algorithm). HRL is also applied in [25] for joint relay se-
lection and power allocation. The problem is decomposed into two hierarchical optimization
objectives that are independently trained at different levels.
Liu et al. presented an h-DQN based dynamic multi-channel sensing approach for cognitive
radio [26]. They divide the control into two layers: meta controller and sub-controller. The
meta controller selects the target feature based on the action set while the sub-controller
learns to approximate the target features selected by the first layer. In [27] an HRL approach
is presented to solve the problem of frequency selection in the jamming environment without
having prior knowledge about the jamming patterns and channel model. The problem is
divided and solved into two steps: In the first step, the band selection network chooses the
frequency bands which are passed to the frequency selection network that selects the spe-
cific frequency. Option-based Deep Reinforcement Learning (DRL) technique is presented
in [28] to solve the backscattering data collection problems in multi UAV scenarios.
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3. Communication-Efficient Distributionally Robust Decen-

tralized Learning

Distributed learning is a key-enabler for intelligent decision making at scale as it allows
to train statistical models by pooling computational resources from interconnected devices
and by exploiting distributedly generated and stored data. The class of distributed training
schemes contains a variety of optimization algorithms that differentiate by the reliability and
capabilities of collaborating parties, the information these entities share, the way this infor-
mation is aggregated and the type of communication constraints. In the following we will
focus on the fully decentralized learning schemes that have gained an increasing level of
attention, mainly due to their ability to harness, in a fault tolerant and privacy preserving
manner, the large computational power and data availability at the network edge [29, 30].
In this framework, a set of interconnected nodes (smartphones, IoT devices, health cen-
ters, research labs, etc.) collaboratively train a machine learning model alternating between
local model updates, based on in situ data, and peer-to-peer exchange of model-related
information.
Compared to federated learning in which a swarm of devices communicates with a central
parameter server at each communication round, fully decentralized learning has the bene-
fits of removing the single point of failure and of alleviating the communication bottleneck
inherent to the star topology. Nonetheless, as the decentralized optimization processes are
envisioned to be carried out over wireless device-to-device networks, it is of prime interest
reducing the amount of broadcasted information that is necessary to optimize the statisti-
cal model. Another fundamental challenge often arising in the distributed learning scenario
comes from the heterogeneity of the dataset distribution at the collaborating devices. In such
scenario, the solution yielded by decentralized optimization can often lead to unsatisfactory
and unfair inference capabilities for certain sub-populations, and therefore devising algo-
rithms that ensure fairness and robustness in this sense is necessary to guarantee worst
case system performance. In light of these two shortcomings of decentralized optimiza-
tion, after introducing decentralized stochastic gradient descent (D-SGD) (the workhorse of
decentralized optimization) we will illustrate the recent progresses towards enchancing its
communication efficiency and fairness.

3.1. Decentralized Optimization
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

The study of decentralized optimization was initiated in the 80s by the work of Tsitsik-
lis [31, 32] and it was motivated by the fact that many optimization problems admit a nat-
ural distributed implementation. For instance, empirical risk minimization learning rule - the
bedrock of machine learning - can be decomposed leveraging its inherent data parallelism.
Namely, given a model class parameterised by θ ∈ Rd and a dataset D the costumary learn-
ing objective is the minimization of the empirical estimate of the loss function ` : θ × z → R
computed over the dataset D:

f (θ) =
∑
z∈D

`(θ, zi) (3.1)
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Algorithm 1: Decentralized-SGD
Input : Number of nodes m, number of iterations T , learning rates ηθ, connectivity

matrix W , initial values θ0 ∈ Rd

1 for t in 0, ... T − 1 do
// In parallel at each node i

2 θ
t+ 1

2
i ← θt

i − ηθ∇θgi(θt
i ,λ

t
i , ξ

t
i ) // Descent Step

3 send θ
t+ 1

2
i to j ∈ N (i) and receive θ

t+ 1
2

j from j ∈ N (i) // Msgs exchange

4 θt+1
i ← (1− γ)θt+ 1

2
i + γ

∑
j∈N (i) wi ,jθ

t+ 1
2

j // Averaging
5 end

which, given a partition D1, ... ,Dm of the original dataset, can be decomposed in the sum of
local loss terms as

f (θ1, ... ,θm) =
m∑

i=1

gi(θi) =
m∑

i=1

∑
zi∈Di

`(θi , zi); (3.2)

s.t. θ1 = · · · = θm; (3.3)

where θi is the model estimate at the computing device i . Finally, by the linearity of the
gradient operator, the first order information of the objective function ∇f (θ) can be obtained
by parallelizing the computation of ∇gi(θ) at each computing node and by then communi-
cating and aggregating the local results. This simple strategy paves the way for first order
distributed optimization over networks; however, it is important to notice that by distributing
the computation, the network devices may store different estimates of the model parameters
during the optimization process. For this reason, preliminary to the description of D-SGD -
the prototypical distributed optimization procedure - it is necessary to introduce a strategy to
satisfy the constraint (3.3).
Distributed average consensus is a a fundamental building block of many decentralized
learning optimization algorithms. It provides a low complexity algorithm that allows a set
of interconnected devices to agree on the average value of a quantity from an initial set of
different local estimates. This procedure is staggeringly simple. Denoting by {x0

i }m
i=1 the ini-

tial local estimates at m devices, the consensus protocol works by iteratively exchanging the
current estimate {x t

i}m
i=1 with their neighbors and then by averaging the received messages

according to a gossip matrix W ∈ Rm×m, that we assume to be symmetric and doubly-
stochastic. Denoting by N (i) the set of neighbors at node i and fixing a step size γ ∈ (0, 1],
the evolution of the local estimate follows the recursive relation

x t
i ← (1− γ)x t−1

i + γ
∑

j∈N (i)

wi ,jx t−1
j (3.4)

and it is known to linearly converge to the mean vector x̄ with a rate proportional to the
eigengap ρ ∈ (0, 1] of the gossiping matrix W [33].
Decentralized stochastic gradient descent is an iterative procedure that leverages the con-
vergence guarantees of the above scheme and alternates between local and parallel opti-
mization of the parameter θi based on stochastic estimates of ∇g i with a consensus step.

Dissemination Level: Public. Page 19



H2020 Grant Agreement Number: 813999
Document ID: WP6/D6.2

The D-SGD is given in Algorithm 1 and it is provably convergent under mild assumptions on
the loss function and the stochastic gradient. Despite its simplicity D-SGD has been shown
to enjoy high adaptability to various network topologies, reliability to link failures, privacy-
preserving capabilities, and potentially superior convergence properties compared to the
centralized counterpart [29,30,34–36]. At the same time, with the intent of extending its ap-
plicability, a concurrent effort has been made to devise techniques able to reduce the delay
due to inter-node communication.
D-SGD requires all nodes to broadcast the update estimate of the model parameters at
each iteration of the algorithm. However, modern machine learning algorithms have a large
number of trainable parameters that render the size of the payload too large in case of
rate-constrained channels. For this reason, message compression techniques have been
proposed to reduce the size of the exchanged messages [37–42]. Popular compression
operators are:

• Random Quantization [40]: Given a vector x ∈ Rd , b-bit random quantization returns

xb =
sign(x) ‖x‖

2bτ

⌊
2b |x |
‖x‖

+ ξ
⌋

(3.5)

where ‖·‖ : Rd → R is the Euclidean norm, | · | : Rd → Rd the element-wise absolute
value operator, τ = 1 + min

{
d/22b,

√
d/2b

}
and ξ ∼ U [0, 1]⊗d . If the original precision

for the entries of x is 32 bits, b-bit random quantization reduces the payload size from
32d bits to (32 + bd) bits.

• Sign Quantization [41]: Given a vector x ∈ Rd , sign quantization returns

xsign =
‖x‖
d

sign(x) (3.6)

where sign(·) is the element-wise sign operator. Assuming 32 bit representation for the
entries of x , sign quantization reduces the payload size from 32d bits to (32 + d) bits,
one bit for each vector dimension and 32 bits to transmit the original vector Euclidean
norm.

• k Random Sparsification [43]: Given a vector x ∈ Rd random sparsification returns
a vector x rand ,k ∈ Rk , with k ≤ d , that contains k random components of x . Clearly the
reduction on bandwith is k/d .

• Top-k Sparsification [37]: It sparsifies the input vector x ∈ Rd by producing a vector
x top,k ∈ Rd that contains only the k ≤ d largest components of x .

Message compression allows to drastically reduce the communication delay during the con-
sensus phase while marginally harming the convergence speed of the optimization proce-
dure both theoretically and empirically. Koloskova et al. [42] showed that employing message
compression only affects lower order terms in the convergence guarantees and empirically
demonstrated that deep learning models, such as ResNet20, can be effectively trained using
message compression [44].
An alternative way to cut down the number of transmitted bits consists in allowing multiple
local updates between two subsequent communication steps. While local training can dan-
gerously bias the local models and prevent the convergence of the optimization process [45],
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in case of homogeneous datasets allowing multiple gradient steps can speed up the con-
vergence of the algorithms [46, 47]. Combination of local-SGD and message compression
have been also considered to further reduce the communication complexity of decentralized
optimization schemes [48].

3.2. Distributionally robust optimization
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

We now shift our point of view on the decentralized training procedure from a purely opti-
mization perspective to a statistical one. We first highlight the fact that in the case of data
heterogeneity across participating parties, a model minimizing such definition of risk (3.1)
can lead to unsatisfactory and unfair 1 inference capabilities for certain subpopulations. Con-
sider, for example, a consortium of hospitals spread across the world sharing medical data to
devise a new drug. Assume that a small fraction of hospitals has medical records influenced
by geographical confounders, such as local diet, meteorological conditions, etc., that modify
the patient response to the drug. In this setting, a model obtained by myopically minimizing
the standard notion of risk defined over the aggregate data can be severely biased towards
some populations at the expense of others. This can lead to a potentially dangerous or unfair
medical treatment.
To tackle this issue, distributionally robust learning (DRL) aims at maximizing the worst-case
performance over a set of distributions P, termed as uncertainty set, which possibly contains
the testing distribution of interest. This typically means solving a minimax problem of the type

max
P∈P

min
θ∈Rd

Ez∼P [f (θ, z)]. (3.7)

Typical choices of the uncertainty sets are balls centered around the training distribution [50]
or, whenever the training samples come from a mixture of distributions, the set of potential
subpopulations resulting in such mixture [51, 52]. Robust distributed learning with hetero-
geneous data, in which different distributions exist at the various devices, falls in the latter
category, as the natural ambiguity set is the one represented by the convex combination of
the local distributions. In that case, minimizing the worst-case risk is equivalent to trying to
ensure a minimum level of performance at each participating device.
Specifically for the federated case, Mohri et al. [49] introduced agnostic federated learning
(AFL) as a means to ensure fairness and proposed a gradient based algorithm to solve
the underlying minimax optimization problem. Specifically, denoting by {Pi}m

i=1 the data-
generating distributions at the network devices, it is known that the federated learning pro-
cedure seeks for a model that minimizes the risk w.r.t. the measure P = 1

m

∑
i Pi ; however,

this choice for the target distribution is arbitraty and can lead to extremely poor local test-
ing performance at the nodes whose local distribution differs from P. Therefore, in order to
guarantee a minimum level of performance across all devices, AFL tries to find a minimizer
of the worst case risk w.r.t. the set of distributions P :=

{∑m
i=1 λiPi : λ ∈ ∆m−1

}
where ∆m−1

denotes the m − 1 probability simplex. This is pursued considering the following minimax

1In the machine learning community, the notion of fairness has many facets. We use the term “fair” in
accordance with the notion of good-intent fairness as introduced in [49].
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optimization objective function

max
λ∈Λ

min
θ∈Rd

m∑
i=1

λi

|Di |
∑
z∈Di

`(θi , zi) + αr (λ) (3.8)

which can be interpreted as an adversarial two players game, with one player trying to
minimize the risk while the other adversarially picks the testing distribution from all possible
mixtures of the local distribution. The term r (λ) acts as a regularization term which prevents
degenerate solutions, for instance the one in which only one local loss term is minimized.
Mohri also proposed a gradient ascent-descent strategy to solve the optimization problem
(3.8) in the federated learning context. Later in [53], a communication-efficient version of the
optimization algorithm, which avoids frequent retransmissions of the dual variables λ, was
proposed.
The distributionally robust learning paradigm can be extended to the fully decentralized set-
up. In this context it becomes even a more promiment problem considering the heteroge-
neous nature of collaborating devices and sparser communication topology. To illustrate
the drawback of the standard objective function of decentralized learning procedures and at
the same time highlight the positive effect of the distributionally robust procedure, we pro-
pose the following experiment. We consider an image classification task using the CIFAR-10
dataset [54], which contains RGB images from 10 different classes. Data heterogeneity is
introduced by evenly partitioning the training set across 10 network nodes and changing the
contrast of the images stored at the network devices. The pixel value P ∈ [0, 255] is modified
using the following transformation

fc(P) = P[0,255]
[
128 + c(P − 128)

]
(3.9)

where P[0,255] is the projection from R to the set of natural number from 0 to 255, extrema
included. For c < 1 the contrast is reduced while for c > 1 it is enhanced. We consider
one network node storing images with reduced contrast (c = 0.5), one storing images with
increased contrast (c = 1.5), and the rest of nodes storing images with the original contrast
level (c = 1).
In Fig. 3.1 we report a batch of images whose contrast is tuned using these three different
contrast levels. We arrange the 10 network nodes in a ring topology to collaboratively train
a neural network that comprises two convolutional layers with 16 and 32 filters of size 3× 3
followed by two fully connected layers with 64 and 32 hidden units. The neural network is
trained using the SGD optimizer for T = 5000 iterations. We first study how the regularization
parameter α in (3.8) affects the robustness of the final solution when using the regularizing
function r (λ) :=

∑
i

(λi−ni/n)2

ni/n . Large values of α stabilize the dual variable λ to match the
relative fraction of data samples at each node, therefore making the distributionally robust
objective similar to the standard one. Conversely, when α is small, λ can change freely
in order to prioritize and weight more the local loss terms associated to nodes with lower
accuracy which, in turns, enhances fairness.
We show this in Fig. 3.2 in which we let α take values {10, 1, 0.1} and we plot the average
accuracy together with the worst-node distribution accuracy. As expected the α parameter
allows to interpolate between the standard and distributionally robust approach; in particular
for α = 0.1 the worst-node accuracy increases by 5% compared to the highly regularized
solution (α = 10), while the average accuracy only slightly reduces. We also compare the
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(a) c = 0.5 (b) c = 1 (c) c = 1.5

Fig. 3.1: Examples of images with differently tuned contrast.
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Fig. 3.2: Effect of regularization.

0 1000 2000 3000 4000 5000
Number of local iterations

0.10

0.15

0.20

0.25

0.30

0.35

0.40
A

cc
u

ra
cy

CHOCO-SGD 4 bit Quant.+25% Spars.

AD-GDA 4 bit Quant.+25% Spars.

DRFA

FedAvg

(a) Worst-node accuracy vs.
oracle calls

0 20 40 60 80 100 120 140 160
MB

0.10

0.15

0.20

0.25

0.30

0.35

0.40

A
cc

u
ra

cy

CHOCO-SGD 4 bit Quant.25% Spars.

AD-GDA 4 bit Quant.+25% Spars.

DRFA

FedAvg

(b) Worst-node accuracy vs.
transmitted bits

Fig. 3.3: Comparison of worst-node accuracy attained by
Distributionally Robust Decentralized SGD, Choco-SGD,
DRFA, and FedAvg.

proposed distributionally robust approach with CHOCO-SGD [42]. In both cases we employ
4-bit random quantization combined with top-25% sparsification. We also consider the fed-
erated scenario with 10 devices orchestrated by a parameter server and with each device
storing one of the previously defined data partitions. In this setting we consider the distribu-
tionally robust algorithm DRFA [53] with half user participation and the standard federated
averaging scheme (FedAvg) [55]. In both cases, aggregation is performed after 10 local
iterations. For all schemes, images with reduced contrast represent the most challenging
subpopulation. In Fig. 3.3 we report accuracy of the final model when tested on reduced
contrast samples. Distributionally robust methods improve by 5% the worst-case distribu-
tion accuracy of the final model compared to the standard approach and, despite sparser
communication topology, the decentralized model obtains similar worst-case guarantees for
the same number of per-node local iterations. Furthermore, thanks to message compres-
sion techniques, it is possible to perform decentralized distributionally robust optimization
sending only a fraction of bits compared to the federated counterparts.
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4. Machine Learning for Wireless Sensing

Wireless sensing is a technology through which information about a remote target is ac-
quired using Radio Frequency (RF) signals (e.g. WiFi). With the advance of wireless sensing
technologies, many applications have emerged, ranging from fall-detection [56] and gesture-
based human-robot interactions [57] to vision-based wireless communications [58]. Many
physical layer properties of a wireless channel can be utilized to realize wireless sensing.
Received Signal Strength Indicator (RSSI), Channel State Information (CSI), Doppler shift,
and Frequency-Modulated Continuous-Wave (FMCW) techinques are the four commonly
used properties to perform wireless sensing.

4.1. Sensing Techniques
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4.1.1. RSSI

Most WiFi devices provide the path loss of wireless signals with respect to a certain distance
d which can be derived from Long-normal Distance Path Loss (LDPL) model [58]:

P(d) = P(d0) + 10γlog
d
d0

+ Xσ (4.1)

where P(d), P(d0), γ, and Xσ are RSSI measurment indicating path loss at distance d (dB),
path loss at the reference distance d0, path loss exponent, and a zero-mean normal noise
caused by flat fading respectively.
Since the surrounding environment causes signal attenuation which leads to a variation in
RSSI measurements, RSSI-based wireless sensing has been successfully applied to indoor
localization [59], crowd density estimation [60], and breathing rate monitoring [61]. However,
given the coarse-grained channel state information used in RSSI-based sensing, it is not
feasible to utilize this technique in applications requiring fine-grained details like gesture
recognition and sign language detection. Moreover, the stability of RSSI-based sensing is
not guaranteed even for a static indoor environment [62] which makes it not suitable for many
real-life applications.

4.1.2. CSI

For applications that require more details of the target, we should use fine-grained CSI
representing the effect of scattering, fading, and power based on the distance of target.

Device Router

Reflected Signals

Fig. 4.1: Schematic illustration of the effect of surrounding environment on wireless signals
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Time Time 

Transceiver

Fig. 4.2: Schematic illustration of the Doppler effect used for speed estimation

As shown in Fig. 4.1, we can use wireless signals reflected by humans to recognize gestures
and activities, since multiple reflected rays will be affected by the surrounding environment
including the human target [63]. Unlike RSSI, the set of complex values existing in CSI
reflects information for both amplitude and phase of Orthogonal Frequency Division Multi-
plexing (OFDM) sub-carriers. Given the fact that each sub-carrier undergoes a different fad-
ing effect, they can contribute to the wireless channel characteristics making it fine-grained
enough for detecting even subtle movements. CSI is widely used for human activity recog-
nition [64], intrusion detection, and gait characteristics estimation.

4.1.3. Doppler Shift

The Doppler effect or Doppler shift is the change in frequency of the received signal in
relation to an observer who is moving relative to the transmitter. As shown in Fig. 4.2, if
we consider the signal reflected from the car as a signal emitted from a transmitter, any
movement in the car would result in a Doppler shift. The amount of change in the frequency
can be derived as [63]:

∆f =
2vcos(θ)

c
f (4.2)

where v , θ, c, and f are relative speed of the target with respect to the receiver, direction of
movement, speed of light, and the center frequency of signal respectively.
Human activity [65] and gesture recognition [66] applications are two of the most common
areas which have benefited from Doppler effect.

4.1.4. FMCW

As the name implies, FMCW radars transmit a frequency-modulated signal continuously to
measure range, angle, and velocity of target with respect to the radar. This differs from
traditional pulsed-radar systems, which transmit short pulses periodically. FMCW radars
use a specific type of signals called chirps frequency of which increases through time as
shown in Fig. 4.3. A chirp is characterized by its start frequency (f0), bandwidth (B), and
duration (Tc). An FMCW radar sense the environment by transmitting a chirp and capturing
the reflected signal by objects in its path.
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Range measurement

The fundamental concept in radar systems is the 

transmission of an electromagnetic signal that 

objects reflect in its path. In the signal used in 

FMCW radars, the frequency increases linearly 

with time. This type of signal is also called a chirp. 

Figure 1 shows a representation of a chirp signal, 

with magnitude (amplitude) as a function of time.

Figure 2 shows the same chirp signal, with 

frequency as a function of time. The chirp is 

characterized by a start frequency (fc), bandwidth (B) 

and duration (Tc). The slope of the chirp (S) captures 

the rate of change of frequency. In the example 

provided in Figure 2, fc = 77 GHz, B = 4 GHz,  

Tc = 40 µs and S = 100 MHz/µs.

An FMCW radar system transmits a chirp signal and 

captures the signals reflected by objects in its path. 

Figure 3 represents a simplified block diagram of 

the main RF components of an FMCW radar. The 

radar operates as follows:

• A synthesizer (synth) generates a chirp.

• The chirp is transmitted by a transmit antenna 

(TX ant).

• The reflection of the chirp by an object 

generates a reflected chirp captured by the 

receive antenna (RX ant).

• A “mixer” combines the RX and TX signals to 

produce an intermediate frequency (IF) signal.

A frequency mixer is an electronic component that 

combines two signals to create a new signal with a 

new frequency.

For two sinusoidal inputs x1 and x2 (Equations 1 

and 2):

(1)

(2)

The output xout has an instantaneous frequency 

equal to the difference of the instantaneous 

frequencies of the two input sinusoids. The phase 

of the output xout is equal to the difference of the 

phases of the two input signals (Equation 3):

(3)

The operation of the frequency mixer can also be 

understood graphically by looking at TX and RX 

chirp frequency representation as a function of time.

The upper diagram in Figure 4 on the following 

page shows TX and RX chirps as a function of time 

for a single object detected. Notice that the RX chirp 

is a time-delay version of the TX chirp.
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Figure 1. Chirp signal, with amplitude as a function of time.
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Figure 2. Chirp signal, with frequency as a function of time.
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Figure 3. FMCW radar block diagram.

Figure 2 shows the same chirp signal, with frequency as a function of time. The chirp is characterized by a start 
frequency (fc), bandwidth (B) and duration (Tc). In the example provided in Figure 2, fc = 77GHz, B = 4GHz and Tc = 40µs. 

 

Figure 2. Chirp signal, with frequency as a function of time. 
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As shown in Fig. 4.4, an FMCW radar has the following components:

• A synthesizer (synth) which is responsible for generating chirp signals.

• A transmitter antenna (TX ant.) that transmits the generated chirp.

• A receiver antenna (RX ant.) which receives the reflected chirp signal from the envi-
ronment.

• A mixer which combines the transmitted and the received signals to generate the In-
termediate Frequency (IF) signal.

For two sinusoidal signals x1 and x2:

x1 = sin(ω1t + φ1) (4.3)

x2 = sin(ω2t + φ2) (4.4)

The IF signal, xout , has an instantaneous frequency equal to the difference between the
instantaneous frequency of x1 and x2 which is a constant value:

xout = sin[(ω1 − ω2)t + (φ1 − φ2)] (4.5)

In summary, for an object at a distance d from the radar, the IF signal will be a sine wave:

Asin(2πf0t + φ0) (4.6)

where f0 = s2d
c , φ0 = 4πd

λ
, s is the frequency of IF signal, c is the speed of light, and λ is the

wavelength. So far, we discussed the case with a single object in front of the radar. In case
of multiple objects, we will have more than one delayed signal resulting in multiple tones in
the IF signal. A Fast Fourier Transform (FFT) should be applied to the IF signal with multiple
tones to separate the different tones. Fourier transform will result in a frequency spectrum
with separate peaks for each tone, implying the presence of an object at a specific distance.
As mentioned before, FMCW radars can also measure the angle and velocity of targets [67].
Given the fine-grained information provided by the radars, many applications which require
higher resolutions, increasingly use FMCW radars. Gesture recognition using mmWave
FMCW radars as a privacy-preserving and non-invasive way of non-verbal communications
is one of the examples which will be discussed in more detail in the following section.
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Fig. 4.7: Radar signal processing of the IWR1443 sensor.

4.2. Gesture Recognition Using mmWave Radars
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Gesture interaction is an active research topic in Human-Computer Interaction (HCI), with
a history dating back to the 1960s and Sutherland’s Sketchpad [68] or The Ultimate Dis-
play [69] projects. Gestures can be categorized into two broad groups: (1) mid-air or motion
gestures, used e.g. in consumer electronics such as gaming consoles, and (2) stroke ges-
tures, used e.g. in touch-capable devices such as smartphones. Motion gestures do not
require a handheld or a dedicated input device (e.g. a stylus) and allow for natural inter-
action with less spatial constraints than stroke gestures. Mid-air interaction exploits whole
body movements through gestures and postures to interact with digital content [57].
Pantomime system is designed to recognize sparse gesture motions by means of a hybrid
model architecture for optimized spatio-temporal feature extraction. Pantomime works on
point clouds generated using an IWR1443 mmWave FMCW radar. A point cloud is a se-
quence of frames, each comprising an unordered set of points in a 3D space.

4.2.1. Signal Processing

As shown in Fig. 4.5, the IWR1443 sensor has three Tx antennas, separated by one wave-
length (λ), and four Rx antennas, each λ/2 apart. This configuration yields 12 virtual an-
tennas. During each time slot, the corresponding antenna sends a chirp signal, which is a
frequency ramp for the FMCW operation; cf. Fig. 4.6.
Fig. 4.7 illustrates the signal processing pipeline of the radar sensor, starting with Analog to
Digital Converter (ADC) and ending with the computed point cloud:

1. Range-FFT : The radar sends a chirp signal and the mixing operation between the
transmitted and received chirps produces an intermediate frequency signal. The range
of the detected object is linearly proportional to the frequency of such signal, which is
computed using the FFT operation.

2. Doppler-FFT : At least two time-separated chirps are used to estimate the radial ve-
locity of an object. The phase difference of two chirps at the range-FFT peak is pro-
portional to the radial velocity of the detected object. An FFT operation on the signal
range (i.e., a 2D-FFT or a Doppler-FFT) produces a peak at the velocity of the object.
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3. False Alarm Rate Detection (CFAR): The summation of the Doppler-FFT matrices cre-
ates a pre-detection matrix for each virtual antenna. The constant CFAR algorithm
identifies peaks in the pre-detection matrix that correspond to the detected objects.

4. Angle-FFT : For each object, an FFT of the angle is performed on the correspond-
ing CFAR peaks across multiple Doppler-FFTs. Velocity-induced phase changes are
Doppler-corrected before computing the angle-FFT.

4.2.2. Point Cloud Processing

As shown in Figure 4.8, the preprocessing block consists of four stages: outlier removal,
rotation and translation, frame divider, and re-sampling.

4.2.2.1. Outlier Removal

As hinted previously, the point cloud contains noise because of scatterings and reflections
from the environment. This happens often in cluttered environments. Fortunately, this noise
is sparse and can be removed using the following procedure.
The point cloud is received at a fixed frame rate but the number of points in each frame
can vary due to the CFAR operation, see Section 4.2.1 for more details. We first wait until
all frames corresponding to a single gesture are collected over time, and then aggregate
all the frames to construct the point cloud of the gesture. When the whole point cloud is
available, it is easy to separate the outliers based on point density. For this, we apply the
DBSCAN algorithm with ε = 1, which is the maximum distance between two points that
can be considered as neighbors, and set the minimum number of points in a cluster to 3.
We fine-tuned these parameters using grid search. The output of the DBSCAN algorithm
produces a major cluster around 0.5 m diameter, representing the points reflected from the
user’s body and few small clusters representing the environmental noise. We keep the points
in the major cluster and consider all other clusters as outliers.

4.2.2.2. Rotation and Translation

Once the major cluster is identified, we measure the cluster centroid’s angle with respect
to the boresight angle (i.e., in relation to the centre-line of the antenna) and estimate its
distance with respect to a reference distance. In our experiments the reference distance is
set to 1.5 m. If the centroid deviates from the reference angle and reference distance, the
detected object is rotated and translated by the deviated amount. This is done to normalize
the position and to reduce the effect of the position on the recognition accuracy.
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4.2.2.3. Frame Divider

The aggregated point cloud is rearranged into ordered frames, based on the time at which
each point was received. To reduce the time complexity of our model and to study the effect
of the number of frames on the recognition accuracy, we decrease the original number of
frames received from the radar device; e.g. for a 2 s gesture we reduce the number of frames
from 100 to 2, 4, or 8 but retain all the points in those frames. To do so, we apply time decay
on the points such that we rearrange the first set of k/f points in the first frame, where k is
the total number of points in a gesture and f is the desired number of frames; second set
of k/f points as the second frame, and so on. Although this procedure fixes the number
of frames, we still have gestures with different number of points per frame. However, the
PointNet++ architecture dictates a fixed number of points in each frame for all the gestures,
so we apply a re-sampling algorithm, as explained next.

4.2.2.4. Resampling

We resample the number of points in a frame to achieve a fixed number of points in each
frame while preserving the shape and the density of the point cloud. Following Cohen et
al. [70], we use Agglomerative Hierarchical Clustering (AHC) for upsampling and the K-
means algorithm for downsampling. In each step of the AHC algorithm, the centroid of
each cluster is added to the point cloud as a new point, which prevents producing singleton
clusters. We run AHC iteratively until reaching our predefined fixed number of points in a
frame. For downsampling, we use K-means with K equal to the fixed number of points per
frame and select the centroids of the clusters as the points in the point cloud.

4.2.3. Point Cloud Classification

In this section, we introduce Pantomime model which aims to capture spatial features of point
clouds through a hierarchical feature learning scheme. To learn the temporal evolution of
the gestures, Pantomime fuses spatial features using a two layer Long Short-Term Memory
(LSTM) model.

4.2.3.1. Hierarchical Feature Learning on Static Point Clouds

Direct processing of point clouds instead of voxelizing or projecting them, was introduced by
PointNet [71]. Given an unordered set of points {x1, x2, ..., xn} where xi ∈ Rd , we can use a
set function f : χ→ R to transform the set of points to a vector:

f (x1, x2, ..., xn) = γ
(

max
i=1,...,n

{h(xi)}
)

(4.7)

where γ and h are usually Multi-Layer Perceptron (MLP) networks. It has been shown in [71]
that the set function in (4.7) is invariant to input point permutation which is highly important
for point cloud processing. The response of h can then be considered as the spatial en-
coding of a point. However, by design, PointNet does not capture local structures as well
as features from different scales. While PointNet uses a single max pooling layer to extract
the representation for the whole point cloud, PointNet++ [72] applies PointNet recursively
on a nested partitioning of the input point cloud to learn features from different scales and
capture local structures through set abstraction layers. At each set abstraction layer, which
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Fig. 4.9: Sparse point cloud classification architecture.

consists of sampling, grouping, and PointNet layers, the goal is to produce a new set with
fewer points. The sampling layer selects a subset of points through Farthest-Point Sampling
(FPS) operator, the grouping layer constructs a local region by finding neighboring points
using ball query algorithm, and PointNet layer encodes local region patterns into feature
vectors.

4.2.3.2. Learning Spatio-Temporal Features of Sparse Point Clouds

We propose a hybrid architecture combining the PointNet++ architecture followed by LSTM
modules for frame-wise spatio-temporal feature extraction, as shown in Figure 4.9. We follow
this approach because, on the one hand, in highly sparse point clouds, applying PointNet++
on each frame may not capture the spatial features efficiently because fine-grained local
features (e.g. skeletal structure of the hand) are not well preserved between consecutive
frames. On the other hand, applying PointNet++ on the aggregated point cloud will preserve
spatial features but the directionality of certain gestures (e.g. clockwise circling and anti-
clockwise circling) would be lost because temporal features are not captured. As a result, we
use PointNet++ to hierarchically extract spatial features from each frame and the aggregate
frames, then we use LSTM layers to fuse the spatial features and capture the temporal
evolution of the gestures.

4.2.4. Dataset

To evaluate the model, we collected a dataset from more than 41 participants in 5 environ-
ments, with 7 angles, 3 speeds, and 5 distances. In total we acquired more than 10,000
samples which is publicly 1 available.
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Fig. 4.10: Gesture set used in our experiments. EASY set: (a) ‘lateral raise’, (b) ‘push-down’, (c) ‘lift’,
(d) ‘pull’, (e) ‘push’, (f) ‘lateral-to-front’, (g) ‘swipe right’, (h) ‘swipe left’, (i) ‘throw’. COMPLEX set:
(j) ‘arms swing’, (k) ‘two-hand throw’, (l) ‘two-hand push’, (m) ‘two-hand pull’, (n) ‘two-hand lateral-
raise’, (o) ‘left-arm circle’, (p) ‘right-arm circle’, (q) ‘two-hand outward circles’, (r) ‘two-hand inward
circles’ (s) ‘two-hand lateral-to-front’, (t) ‘circle clockwise’, (u) ‘circle counter-clockwise’.

4.2.5. Results

Table 4.1 shows the accuracy and AUC values for the three datasets for the 6 models. Im-
portantly, Pantomime achieves the best performance, exceeding the accuracy of the next
best classifier by 5.6%, 0.85%, and 5.7% for EASY, COMPLEX and ALL gestures, respec-
tively. It is interesting to note that the results of Pantomime are consistent throughout the
three gesture sets with just 1.5% difference between the best and the worst results, whereas
the accuracy differences of other classifiers fluctuate between 3.5% and 7% (worst and best
results, respectively).
We consider angles between −45◦ to +45◦ in increments of 15◦ with regard to the boresight
angle. We selected this set of angles because the field of view of the radar ranges between
−55◦ and +55◦ azimuth angles. Therefore, within ±45◦ angles it is possible to capture the
whole body of the participants within the field of view of the radar. Under this scenario, we
collected 2940 gestures (420 samples for each angle) from 8 participants that were used as
test data. The results are shown in Fig. 4.11.
As can be observed, the results indicate excellent recognition performance (> 89%) when
the user is located within the range of ±15◦. Then, recognition accuracy drops to 84% for
angles comprised between −30◦ to +30◦ and there is a decrease of about 20 % at ±45◦.
This degradation is mostly caused by self-shadowing of one of the participant’s arm, due to

1https://zenodo.org/record/4459969#.YNxgjnUzaV4
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Table 4.1: Comparison with the state of the art. Both Accuracy and AUC are reported in percentages.
The best results are denoted in bold typeface.

EASY COMPLEX ALL

Model Acc. AUC Acc. AUC Acc. AUC

PointNet 79.7 98.4 82.5 98.7 81.6 99.4
PointNet++ 79.7 98.1 84.9 99.0 83.6 99.4
O&H 77.7 96.0 83.2 98.1 79.1 97.9
Std. Arch. 83.3 98.5 88.4 99.5 86.3 99.4
RadHAR 91.6 98.9 94.3 99.6 89.9 99.5
Pantomime 96.6 99.8 95.1 99.8 95.0 99.9
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Fig. 4.11: Performance analysis as a function of the angle between the person and the radar. (a)
Participant’s position (1–2 m) and orientation (parallel to the wall)., (b) Accuracy vs angle. (c) AUC
vs angle.. Note: ‘rotate’ denotes the participant’s point cloud is rotated to 0◦ angle and ‘w/o rotate’
denotes no rotation of the point cloud.
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the orientation of the body, as it was parallel to the radar at all times. So, for extreme angular
values the radar simply cannot fully sense the participant’s moving arms.
Another important observation is that accuracy in positive angles is slightly lower than the
accuracy recorded in negative angles. Since our single-handed gestures are predominantly
right-handed, we conjecture that this differences may be a combination of a calibration error
of the radar and the right hand of the participants reaching beyond the +55◦ field of view
while performing gestures.

4.2.6. Conclusion

In this section, we briefly discussed the most common techniques in wireless sensing includ-
ing CSI, RSSI, Doppler shift, and FMCW. Then, we discussed one of our recently published
systems called Pantomime which is designed to recognize human gestures using mmWave
FMCW radar generated point clouds. We showed that using the proposed model is able to
recognize gestures with more than 95% accuracy outperforming state-of-the-art models on
a dataset collected from more than 40 participants with 10,000 samples.
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5. Sustainable Transmission Design by Joint UAV Trajec-

tory and RIS Phase Optimization

5.1. Introduction
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Unmanned Aerial Vehicles (UAVs) and Reconfigurable Intelligent Surface (RIS) are being
explored as potential new technologies to enhance the network coverage, and thereby, the
service availability of cellular networks. The conceptual design of RIS consists of several
reflective elements which can be configured so as to reflect and, in particular, beamform a
signal towards a certain direction. The advantage of using UAVs and RIS in conjunction is
the dynamic network configurations and flexibility that can be exploited to adapt the system
based on the network load and service requirements. Indeed, UAVs and RIS can be used to
create mobile micro cells to serve temporary hotspots, i.e., areas with very high service re-
quirements at a certain time as well as providing necessary service coverage in semi-urban
and rural environment with minimal infrastructure. So, the joint usage of UAVs and RIS can
be utilized to learn and adapt the network based on the information such as user mobility
and density to satisfy the user service requirements [73–75]. Additionally, the rapid deploy-
ment of high frequency communication technologies, such as mmWave, to satisfy the higher
bandwidth requirements in beyond 5G cellular networks, has contributed to increase the im-
portance of exploiting the unconstrained mobility of UAVs and adaptable Electromagnectic
(EM) signal processing capabilities of RIS. These new technologies have been analytically
shown to be able to provide significant improvements in terms of service availability for dense
urban networks. But the usage of high frequency technologies in conjunction with both UAV
and RIS raises new challenges in terms of network optimization. In particular, a significant
issue is created with regards to the communication range and coverage quality in a dense
urban scenario.

One of the major hurdles while using both these technologies is the energy consumption of
the system. UAVs, especially quadcopters, generally run on small batteries and the energy
consumption is very high when the UAV is in flight. Therefore, to provide sustained cov-
erage to the User Equipments (UEs) with high Quality of Service (QoS) requirements, the
trajectory of the UAV has to be optimized. The use of RIS can help satisfy the required QoS
potentially reducing the need for UAVs to travel further, with a small trade off on the energy
consumed for operating by the RIS [76].

In this chapter, we devised a multi-objective joint optimization problem to determine UAVs
trajectory, UAV transmission power and RIS phase with an aim to reduce the transmission
energy consumption of the entire system while providing a certain level of QoS to the UEs in
the area. We incorporate the Successive Convex Approximation (SCA) technique to deter-
mine a nearly optimal solution. In short, the devised optimization strategy using SCA is able
to optimize different objectives of UAV trajectory, UAV transmission power and RIS phase
jointly while satisfying the service requirements of the UEs.
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Fig. 5.1: The Scenario Environment with UAV, RIS, BS and UEs

5.2. Scenario Definition
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Consider a network environment shown in Fig. 5.1 with K UEs randomly spread in the area.
There are L UAVs available at the Base Station (BS) to provide a wide spread connectivity
to the UEs. In the environment, there are R RISs in fixed and known positions. Hence, the
assumptions made for the scenario are as follows:

• User association and additional control information needed for data transfer are ex-
changed between BS and UEs by means of a dedicated long range control channel.

• UEs are aware of their own position (e.g., calculated through triangulation with respect
to the BSs in the area).

• The UEs periodically communicate their position information to the BS that congeals
this information to devise mobility patterns and traffic requirements in the environment.

• BSs, UAVs and UEs are equipped with Uniform Planar Array (UPA) antennas so as to
perform concurrent beamforming in different directions.

• An extra large scale massive MIMO (XL-MIMO) RIS deployment is considered in which
every UE is served by a specific region of the surface. This holds when the RIS dimen-
sions is large and the UEs are sufficiently spaced apart to have partial observability of
the surface [77].

5.2.1. UAV-BS Link

BS and UAVs are supposed to always maintain Line-of-Sight (LoS). So, the Signal-to-Interference-
plus-Noise Ratio (SINR) received at the j th UAV with respect to the associated BS is given
by,

γj [n] =
PT

BS[n] |HBU
j [n]|2

I + σ2
n

, (4.1)

where PT
BS[n] is the transmit power of the BS, |HBU

j [n]| denotes the channel gain at timestep
n and the term I refers to the interference caused by signals from different BSs and signals
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from the associated BS to other UAVs in the area. Finally, σ2
m is the white noise power.

Using (4.1) and Shannon-Hartley’s Theorem, the rate received in bit/s/Hz at the j th UAV is
assumed to be equal to

Cj [n] = log2(1 + γj [n]), (4.2)

5.2.2. UAV-UE and UAV-RIS-UE Links

For the link between UAV and UE, which is LoS, and between UAV and UE through RIS, we
adapt the channel model from [76]. Hence, the SINR of the LoS link from the j th UAV to the
k th ground UE (UG) and that through the RIS (URG) are given by

γj ,k ,1 =
PT

j ,k |HUG
k [n]|2

I + σ2
n

, (4.3)

γj ,k ,2 =
PT

j ,k |HURG
k [n]|2

I + σ2
n

. (4.4)

where PT
j ,k is the transmit power of the UAV and |HUG

k [n]| and |HURG
k [n]| denote the channel

gains at timestep n for LoS and RIS link, respectively. Using the above equations, the total
rate received in bits/s/Hz by the k th UE can be computed as,

Rj ,k ,1 = log2(1 + γj ,k ,1), (4.5)
Rj ,k ,2 = log2(1 + γj ,k ,2), (4.6)

Rj ,k =
2∑

i=1

Rj ,k ,i = log2((1 + γl ,k ,1)(1 + γl ,k ,2)). (4.7)

5.3. Optimization Problem Definition
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Considering the assumptions, the objective is to find a sustainable UAV path in order to
minimize the overall transmission power consumption under minimum QoS and maximum
UAV energy budget constraints over a certain time horizon of N timesteps. Hence, the
optimization variables defined for the problem are the following:

• P denotes the UAV and BS transmission power.

• Z denotes the UAV trajectory

• V denotes the UAV velocities over the trajectory

• Φ denotes the RIS phase configurations.

The cost function in the minimization problem in (4.8) is the overall power consumption for
transmission. Even though the power consumption of RISs is small compared to that of
UAVs, it is necessary to be considered with respect to the overall power consumption of the
system as the power consumed by the RIS depends on the frequency of reconfiguration of
the surface, which is very high when the RIS is deployed in UAV cellular networks.

Additionally, the constraints for the optimization can be defined as follows,
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• C1–Guaranteed Rate Constraint: C1 is devised to provide a guaranteed service rate
to each one of the K UEs We recall that Rj ,k is the sum rate achieved over the LoS and
RIS links, which has to stay above the guaranteed rate Rmin.

• C2—Backhaul Capacity Constraint: C2 ensures that the backhaul link capacity is
greater than or equal to the minimum guaranteed rate of the UEs so that the UAVs have
enough bandwidth capacity towards the BS to provide at least the minimum guaranteed
rate to all the UEs.

• C3—RIS Energy Budget: C3 is devised to define an energy budget ERIS
max to limit the

usage of the RIS over a period of time, thereby limiting the power consumption PRIS of
the RIS.

• C4—Phase Shit Constraint: C4 limits the phase shift with respect to the incident
signal from 0 to 2π. With the assumption of XL-MIMO surface for RIS, the phase shift
can be considered almost continuous from 0 to 2π.

• C5—UAV Energy Budget: C5 limits the total sum power consumption PUAV
j of the UAV

over the N timesteps to threshold EUAV
max . This threshold defines the maximum energy

the UAV can consume before recharging and, implicitly, the maximization length of the
UAV path.

• C6—Timestep Position Constraint: C6 constraints the position Z[n] of the UAVs in
successive timesteps thereby limiting the movement of UAVs in one timestep.

• C7—Maximum Velocity Constraint: C7 is devised to constraint the velocity v [n] of
the UAVs in one timestep to the maximum velocity Vmax thereby limiting the maximum
distance the UAVs can travel in one timestep.

• C8—Timestep Velocity Constraint: C8 is devised to determine the velocity v [n] of
the UAVs in successive timesteps based on the acceleration ∆Vmax of UAVs in one
timestep and thereby devising the overall velocity over the total period.

• C9—Minimum Velocity Constraint: C9 constraints the minimum velocity of the UAVs,
thereby limiting the minimum distance the UAVs can travel over one timestep. Note that
if the UAV it can hover at one place in one timestep, then the minimum velocity is zero.

• C10/C11—Initial/Final Position Constraint: C10 and C11 set the starting and ending
point of the trajectory determined by the optimization problem.
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The minimization problem is hence given by

min
P,Z,V,Φ

L∑
j=1

K∑
k=1

N∑
n=1

PT
j ,k [n] +

R∑
r=1

N∑
n=1

PRIS
r [n] +

N∑
n=1

PT
BS[n]

s.t .
C1 : Rj ,k [n] ≥ Rmin, k ∈ 1, ... , K , n ∈ 1, ... , N, j ∈ 1, ... , L;
C2 : Cj [n] ≥ KRmin, ∀ j , n;

C3 :
R∑

r=1

N∑
n=1

PRIS
r [n] ≤ ERIS

max ;

C4 : 0 ≤ φ [n] ≤ 2π;

C5 :
L∑

l=1

N∑
n=1

PUAV
l [n] ≤ EUAV

max ;

C6 : Z[n + 1] = Z[n] + v[n]τ , n = 1, ... , N − 1;
C7 : ‖v[n]‖ ≤ Vmax ∀n;
C8 : ‖v[n + 1]− v[n]‖ ≤ ∆Vmaxτ , n = 1, ... , N − 1;
C9 : ‖v[n]‖ ≥ 0;

C10 : Z[1] = Z0;
C11 : Z[N] = ZF ;

(4.8)

5.4. Analytical Solution
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

The optimization problem discussed in the previous section is clearly non-convex, and hence,
quite difficult to solve in itself. But we can determine a suboptimal solution by considering an
initial transmission power for the UAVs and BS and jointly optimize the UAV trajectory and
RIS phase. Once, UAV trajectory and RIS phase are determined, the transmission power
is minimized for the given trajectory and phase configuration. This process is iteratively re-
peated until it finally converges, i.e., the trajectory, phase and power values are no longer
changing. This procedure, Successive Convex Approximation (SCA) is used to solve the
optimization problem in (4.8).

Under SCA, the UAV trajectory and RIS phase are determined by fixing the transmission
power. To determine the UAV trajectory, and accordingly the RIS phase, with fixed trans-
mission power, additional slack variables Λ and M for distance between UAV and UEs/RIS
and BS respectively. Also, another slack variable Π is defined to alter the in-flight velocity of
the UAV. The three slack variables Λ, M and Π are used by the SCA to determine the UAV
trajectory and the corresponding RIS phase. Once the UAV trajectory and RIS phase are
determined, the transmission power for UAV and BS can be minimized for the pre-defined
trajectory. This approach is iterated for Jmax number of iterations or till the difference between
the total transmission power consumed in consecutive iterations is smaller than ε. Algorithm
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Fig. 5.2: Impact of different RIS positions and UAV energy budget on UAV optimal trajectory.

2 shows the approach to obtain a potential solution for the optimization problem defined in
(4.8).

Algorithm 2: Joint Trajectory, RIS Phase Configuration and Transmission Power
Control algorithm

Result: UAV Trajectory Z, UAV Velocity V, Total Transmission Power PTotal

1 Initialize trajectory Z, Initial velocity V, Maximum number of iteration Jmax , Initial
iteration index j = 0, UAV and BS transmission power P and Convergence tolerance
ε;

2 while j ≤ Jmax or
Pj

Total − Pj−1
Total

Pj
Total

≤ ε do

3 Set j = j + 1 and {Pj , Vj ,Λj , Mj ,Πj} = {P, V,Λ, M,Π};
4 Solve optimization problem (4.8) to obtain Z, V,Λ, M and Π for a Particular P;
5 Solve optimization problem (4.8) to obtain P and PTotal for a Particular Z, V,Λ, M,Π
6 Update Pj

Total = PTotal ;
7 end

5.5. Results
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

The algorithmic solution explained in the previous section is implemented in a MATLAB envi-
ronment. The simulation environment consists of one UAV, one RIS, one BS and three UEs.
The positions of the UEs, BS and RIS are fixed. The starting and ending point of the UAV
is also fixed. We simulated different configurations to show the effect of a certain design
parameter on the overall UAV trajectory.
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We analyze the impact of different RIS positions on the optimal UAV trajectories for static
UEs and BS positions. Fig. 5.2a shows the impact of the different positions of RIS on the
UAV trajectory. The first discernible observation is that the UAV attempts to go as close as
possible to the RIS. This is due to the fact that transmission power necessary to satisfy the
rate requirement for the users is considerably lower when using the RIS compared to directly
transmitting to the users. This, however, is compensated for by the higher path loss that is
encountered by the signal when the total distance the signal has to cover using RIS is higher
than the direct distance between UAV and UE. Due to this fact, the UAV cannot use the RIS
to serve all the users at all time steps. Hence some users have to be directly served by the
UAV. This creates a push-pull effect on the UAV that cannot venture very close to one user
without making other users receive lower rate than required. Hence, determining an optimal
position for RIS is important while designing the network.

To study the impact of UAV energy budget on the UAV trajectory, we determine the UAV tra-
jectories for different energy budget values. The energy consumed by the UAV over straight
line path (i.e., shortest path), is the minimum in-flight energy consumption necessary for the
UAV to reach its final destination ZF and is hence set as reference, Emin. Hence, the energy
budget for the UAV is defined as a multiple of Emin. Fig. 5.2b denotes the impact of energy
budget on the trajectory optimization. As visible from the figure, with an increasing budget,
the UAV is able to deviate further away from the shortest path trajectory. But eventually, it
cannot go much further as it would risk not serving the users on the opposite side (as dis-
cussed previously). This sets an upper bound to the advantage obtained by increasing the
energy budget. Indeed, continuously increasing the energy budget starts to provide dimin-
ishing returns for values over 300% or Emin. This is important when considering the limited
battery capacities of the UAVs.

5.6. Conclusion
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

To conclude, in this work, we devised a multiple objective joint optimization problem to deter-
mine an optimal UAV trajectory, RIS phase and UAV transmission power to provide a certain
guaranteed service rate to each of the UEs on the ground. To this end, the usage of convex
approximation techniques can provide a close to optimal solution.

Moving forward, the usage of reinforcement learning seems very attractive especially due to
the sensitive nature of convex approximation schemes to different network configurations.
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6. Joint Control and Network Optimization in Wireless Net-

worked Control System

Wireless Networked Control System (WNCS) are essentially part of many industrial do-
mains, such as factory automation, logistics, or transportation. They enable mobile control
applications where high flexibility is required. However, due to the nature of the wireless
medium, reliability of WNCS remains an open challenge, in particular for low-latency appli-
cations.
In a conventional approach, one would separately derive worst case requirements from the
control system and impose them on the communication system. Communication latency
metric is then often used as a benchmark metric to design and evaluate the communication
system. However, such decoupling in system design for low-latency and high reliability leads
to over-provisioning communication network resources.
For systems with a sense-compute-actuate cycle, where the receiver is interested in fresh
knowledge of the remotely controlled system, rather than the individual packet delay, the
notion of Age of Information (AoI) [78] has been proposed as more representative than com-
munication latency. The AoI defines the time that has elapsed since the newest update
available at the destination was generated at the source, and it captures not only the com-
munication delays but also the impact of the packet generation at the controlled process.
In recent work on WNCS, authors have been increasingly exploring the inter-relation be-
tween the control and communication systems with help of AoI. In [79] and [80], for example,
the authors demonstrate how the latency and reliability trade-off directly impacts the system
level stability, proposing a co-design of both control and communication entities.
Despite its benefits, the drawback of AoI is that it has been used so far to separately optimize
transmissions in uplink (UL) and downlink (DL). However, WNCS applications are closed-
loop applications, where the UL communication can affect the DL and vice-versa, resulting
in system performance changes or in the use of network resources. In this context, we
propose to explicitly address the two-way nature of the control-communications interplay by
proposing a new metric, named Age of Loop (AoL), that extends the current AoI definition
to take into consideration both UL and DL of the control loop in WNCS, and thus providing
a more precise system state estimation. This is essentially a multi objective optimization
where we coordinate control and communication trade-off by using a learning approach.

6.1. Control system and communication modeling
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

In this section, we will introduce the system and WNCS model, respectively.

6.1.1. System Model

We consider the classical inverted pendulum system model, a widely used benchmark prob-
lem in both control and RL domain. As illustrated in Figure 6.1, a pole is attached by a
joint to a cart, which can be moving along a frictionless track. The pendulum starts upright
at a random initial angle θ0 ∈ (θ0,min, θ0,max ), and the goal is to prevent it from falling over
by applying a force to the cart. While conceptually simple, the system dynamics are highly
unstable and continuously requires fast control cycles to keep stability. When, in turn, being
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controlled over a wireless channel, the problem becomes an illustrative model of strict timing
requirement.

Fig. 6.1: Inverted pendulum system model.

6.1.2. Control System Model

The system dynamics can be represented by the differential equations [81]:

θ̈ =
g · sin(θ) + cos(θ)

(
−F−mp l θ̇2sin(θ)

mc+mp

)
l(4

3 −
mpcos2(θ)

mc+mp
)

,

ẍ =
F + mpl(θ̇2sin(θ)− θ̈cos(θ))

mc + mp
,

(6.1)

where x and θ are, respectively, the cart position coordinates and the pole angle from vertical
reference. The mass of the cart is mc, and the mass of the pendulum is mp, while l is the
length of the pendulum, and F is the force applied to the cart under gravity g. We use the
Newton’s notation (2̇, 2̈) to represent derivatives w.r.t time.
By defining a state space vector X = [x , ẋ , θ, θ̇], we can design a standard optimal controller
in two steps. First, computing the Jacobian of (6.1) around the operating point X = [0, 0, 0, 0]
to linearize the plant, so that the system dynamic takes the linear time-invariant form:{

Ẋ = AX + Bu + w ,
u = −KX ,

(6.2)

where u is the linear state feedback control policy of gain K , w is a process disturbance
modeled as a zero-mean and one-standard deviation Gaussian white noise, composed by
the system transition matrix A and vector B, respectively calculated as [82]:

A =


0 1 0 0
0 0 −12mpg

13mc+mp
0

0 0 0 1
0 0 12(mpg+mcg)

l(13mc+mp) 0

 , B =


0
13

13mc+mp

0
−12

l(13mc+mp)

 . (6.3)
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The second step consists of finding the optimal control policy, u∗, subject to (6.2) that mini-
mizes the cost function,

J(u) =
∫ ∞

0

(
X T QX + uT Ru

)
dt , (6.4)

where R and Q are arbitrary positive defined matrices in which we can assign weights to
state space variables and control signal. In control theory this kind of problem formulation is
known as Linear-Quadratic-Regulator (LQR) [83].
The optimal control policy then can be defined by solving the Algebraic Riccati Equation [83]
as:

AT P + PA− PBR−1BT P + Q = 0,

K ∗ = R−1BT P,
u∗ = K ∗X .

(6.5)

For (A, B) controllable, the infinite horizon LQR with Q, R > 0 gives a convergent closed-loop
system [83], where the stability can be easily guaranteed.

6.1.3. Networked Control Model

As defined in [84], we adopt a similar NCS model to define the system behavior over the
wireless medium operating in Frequency Division Duplexing (FDD) mode with separated
frequency bands for the uplink (UL) and downlink (DL) directions, which makes the medium
access for UL and DL independent from each other in time domain. Figure 6.2 illustrates
the proposed model, showing the details of interaction between the communication and
application control loop. First, the sensor readings of the application describe the system
states, Xi , which are stored in memory and communicated to the controller over the uplink
channel. The readings and transmissions of sensor values are done strictly periodically with
the cycle time ∆Tin, as it is commonly done across various control systems [85].
At the controller, the received sensor values are also stored into the memory. The control
application gets the recent values, and produces a control signal ui according to (6.5). Imme-
diately after producing a control command, the controller sends it over a downlink channel to
the controlled system. After finishing the current transmission, the controller keeps waiting
for the next state update from the controlled device, and starts the procedure once again.
At the controlled system side, the received command ui is stored in the memory. The output
application for actuators control (e.g., motor drives) is called periodically with the time interval
∆Tout, calls the most recently stored command values from the memory and applies them to
the application drives, producing the system dynamics of (6.1).

6.1.3.1. Wireless channel model

Both the DL and UL transmissions can suffer latency while delivering the information, which,
in this model, depends on two main factors: the current channel quality and the total band-
width allocated for the transmission. To evaluate this behavior, we consider the 3GPP 4-bit
CQI Table 7.2.3-1 [86], where we can estimate the amount of time to deliver the data con-
sidering both the channel quality indicator (CQI) and the total bandwidth allocated at the
transmission. The following two assumptions have been adopted: a) the UL finishes its
transmission within ∆Tin, and b) the DL only starts a new transmission after finishing the
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Fig. 6.2: WNCS Model.

current one. The details of the bandwidth allocation problem are discussed in the next sec-
tion.

6.1.3.2. System Model Discussion

It is important to emphasize that (6.4) is guaranteed to be bounded according to the Riccati-
equation [83]. However, the combination of two main factors might affect the system LQR
performance. The first is the uplink effect, which represents the level of knowledge the
controller has about the plant, meaning that, if ∆Tin is too high or the uplink takes overly
long to deliver sensor data, the controller will compute the control signal using old state
feedback, causing the control command to be ineffective or even harmful for the plant. The
second is the downlink effect, or simply the overall delay to deliver the control signal. This is
important because if the plant applies outdated control commands for too long, the stability
of the controlled system might also be compromised.
Each of these factors might affect the plant in different ways and cannot be independently
decoupled, which means that a delay in the UL will impact the DL transmission, provoking
cumulative effects at the plant and at the network resources.

6.2. Age of Information and Age of Loop
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Age of information (AoI) provides a measure for quantifying the freshness of the knowledge
we have about the status of a remote system. It represents the time duration between the
generation time of the freshest received data and the current time. We can refer to its formal
definition as in [78, 87], where, at time t , if the newest data (i.e., with the largest generation
time) received at the destination was generated at time U(t), the AoI ∆(t) is defined as
∆(t) = t − U(t).
The formal AoI definition, however, is inherited to a single communication link. Papers which
so far explored WNCS related problems using AoI are limited to specific analysis over only
the UL [80, 88, 89] or DL [79, 90] transmissions. However, wireless networked control sys-
tems, as the one considered in this paper, rely intrinsically on both DL and UL with a closed-
loop, where the UL communication can affect the DL and vice-versa, impacting system per-
formance and the use of network resources. A simple intuitive example that can illustrate this
idea is that a high UL AoI implicates less knowledge that the controller has about the plant,
which demands more urgency to deliver the control signal and, as a consequence, more
network resources usage by the DL link. To address this implications, we propose a new
metric to evaluate the overall age of a WNCS closed-loop, which we refer to as Age-of-Loop
(AoL).
Specifically, we can first verify that the state values Xi are periodically generated and trans-
mitted at time intervals of ti = {i ·∆Tin},∀i ∈ N+, where we can define {Xi , ti} the sequence
of generated state values and its respective time step. The control signal, in turn, is asyn-
crhonous and must finish the current DL transmission to start a new one upon reception of
a new status update. We can define a sequence {uj , t̂j} ∀j ∈ N+ with aperiodically generated
control commands uj at time step t̂j . If {Xi , ti} is the freshest state feedback that spawned a
new control signal, we can extend the DL transmission definition to include state time infor-
mation, i.e., DL : {uj , t̂j , ti}. Reciprocally, every state feedback also occurs under the input of
the freshest control command, so that we can also extend the UL transmission definition to
include control time information, i.e., UL : {Xi , ti , t̂j}.
We consider two plausible definitions of the AoL depending on the selected time origin: the
DL-AoI is DL-initiated, meaning that the time origin is a new control command; the UL-AoI
is UL-initiated, i.e., the time origin is a new status update in the UL. The DL AoL metric
captures the time elapsed since the control command that led to the latest received update
in the controller was generated. Analogously, the UL AoL metric refers to the time elapsed
since the status update that caused the latest applied control command was generated at
the sensor. Mathematically, if the origin is the DL, the current AoL is the difference between
the current time t and the time when the freshest received control command was generated:

DL AoL(t) = t − t̂j . (6.6)

Likewise, if the time origin is the UL, the AoL is calculated as the difference between the
current time and the time when the freshest received state was spawned:

UL AoL(t) = t − ti . (6.7)

Essentially, the main idea of AoL is to establish a metric that encompasses the behavior of
two separated and locally measured entities (DL and UL) into a single instance, in which
we can observe from different perspectives. It is important to note that, in the case of two
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independent AoI links, we inherently need an instantaneous and perfect feedback channel
to the source to know the instantaneous age at the destination, thus making complex and
potentially imprecise the union of two directions; AoL fixes this. In practice, it also offers the
possibility to design solutions that enclose the whole closed-loop behavior by checking the
loop age from either an UL or DL perspective. For example, we can potentially design a
power allocation policy for the UL by observing the current UL AoL status. Likewise, we are
able to define a modulation coding scheme algorithm for the DL transmissions by observing
the DL AoL. It will be proven that they are both valid to optimize the stability of the WNCS.
To illustrate the proposed concept, Figure 6.3 shows a representative time diagram of the
AoL behavior.

Fig. 6.3: Time Diagram of AoL Behavior.

6.3. Bandwidth Allocation Problem using Age of Loop (AoL)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

The AoL status of a WNCS can provide an estimation of the system LQR performance, so
that we can use the learned value function to build a policy. In this work, we explore the
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bandwidth allocation problem of a remote controller, where two main objectives must be
satisfied: minimize the LQR cost while using the minimum amount of bandwidth.
In more details, we can define B = {b1, b2, ... , bi , ... , bN}, bi+1 > bi a set of bandwidths in
which the controller, for every DL transmission, must decide for a certain bandwidth allo-
cation b ∈ B given the current AoL state information and the current channel quality. So,
for T = {t1, t2, ... , ti , ... tN} ti+1 > ti the time instances where control packets starts transmis-
sion and C = {c1, c2, ... , ci , ... , cN} the corresponding CQI of each transmission, the goal is
to find an allocation policy π : {∆AoL(ti), ci → bi}, ∀ti ∈ T , ∀ci ∈ C, ∀bi ∈ B that minimizes
the infinite-horizon LQR cost plus the amount of bandwidth usage over the system trajectory,
i.e.,

π∗ = arg min
π

 ∞∫
0

(X T QX + uT Ru)dt +
N∑

i=1

bi

bN

 ,

s.t. (6.1), (6.5). (6.8)

6.3.1. Solution Proposal

We can decompose the problem in (6.8) into sub-problems, where between two consecutive
control transmissions [ti , ti+1),∀ti ∈ T , we select at ti a bandwidth bi ∈ B based on the AoL
and CQI state {∆AoL(ti), ci}. Receiving, as consequence, a one-stage decision cost of:∫ ti+1

ti

(X T QX + uT Ru)dt +
bi

bN
, (6.9)

which depends only on the present state and the decision taken on that state. Such decision-
making model is a typical Markov Decision Proces (MDP) [91], where we can optimally solve
each sub-problem with actual state transitions and overlap those solutions to build the overall
optimal solution. In this context, we can define the following MDP configuration:

• State Space: Comprised of 20 AoL values, each representing regions of 5 ms from 0
to 100 ms. In addition, 15 possible CQI values for each AoL, resulting in a total of 300
states.

• Action Space Represented by the bandwidth set with ten possible values:
B = {100, 200, 300, ... , 1000} kHz.

• Reward The immediate cost as defined in (6.9).

• Scenario We evaluate the proposed MDP considering the NCS model described in
section 6.1, assuming the following inverted pendulum configuration: mc = 1.0 kg, mp = 0.1 kg,
l = 0.5 m, g = 9.8 m/s2, control packet size of 1024 bits and ∆Tout = 1 ms. For each run,
the CQI is randomly chosen {1, 2, 3, ... , 15}. The evaluation is also performed under
different sensor feedback ∆Tin = 1, 5, 10, 15 and 20 ms.

To solve the proposed MDP, we advocate a RL methodology for two main reasons. First,
the MDP transitions probabilities are not easily tractable since the AoL variation will simul-
taneously depend on the channel and resource allocation of both UL and DL links. So, the
UL behavior might be analytically unpredictable from the DL perspective and vice-versa.
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Second, learning a value function from the AoL states means that we have a prediction of
system performance given the current AoL condition. In other words, this methodology of-
fers the possibility for the network to essentially learn the control system behavior, where the
bandwidth allocation policy is just one of multiple network functions in which it can serve.
We could easily extend the learned values to find optimal polices, for example, in terms of
packet length, power allocation, antenna configuration and so on.
Hence, we solved the proposed MDP by applying a TD RL algorithm, based on a ε-greedy
decision making during training, with exponential learning and exploration rate decay [91].

6.4. Results
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

We compare the proposed solution with a bandwidth allocation scheme based on predefined
delay requirements, which is the general solution currently used in industry. In more details,
given an arbitrary requirement of Tr ms for the control packet to be delivered, we can directly
calculate the minimum amount of bandwidth to achieve the necessary requirement using the
3GPP 4-bit CQI Table 7.2.3-1 [86] and the total packet size. These baseline approaches, as
well as the RL scheme, were evaluated on the scenario described in Section 6.1.
We analyze the results for three common network requirements, Tr = 1 ms, Tr = 5 ms and
Tr = 10 ms. In each case, we analyzed the total bandwidth usage and the total LQR cost,
which are respectively illustrated in Figure 6.4 and Figure 6.5.

Fig. 6.4: Total amount of bandwidth usage for each method.

The immediate conclusion we can verify is that the RL scheme was capable to learn the sys-
tem delay requirement, such that we can relate a slight increase at the LQR cost, which does
not seriously affect the plant general performance, in exchange for more bandwidth saving.
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Fig. 6.5: Total amount of LQR cost for each method.

The second conclusion is that, as expected, strict latency requirement (Tr = 1 ms) demands
more bandwidth usage. Compared to Tr = 10 ms, however, the RL scheme could still save
36% more bandwidth, which is an indication that 10 ms is still a sub-optimal requirement,
but we can learn it from the RL algorithm.

6.5. Final Remarks
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

The information contained in the present chapter was essentially used and extended to
produce a scientific contribution submitted and accepted at the 2021 IEEE International
Symposium on Personal, Indoor and Mobile Radio Communications (IEEE PIMRC 2021),
which has become one of the two major conferences of the IEEE Communications Society
(ComSoc) in the field of wireless communications and networking.
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7. Conclusion

Hierarchical and distributed machine learning techniques are still an active field of research
in wireless communications systems as they can efficiently solve the big optimization prob-
lem by dividing it into simpler sub-problems and solving them by different autonomous
solvers. Here each device can operate as an autonomous and intelligent agent where
they can learn and operates independently and/or collaboratively by sharing the informa-
tion among different agents. This increases the system’s reliability by defining multiple op-
erational agents and also improves security by reducing sensitive data exchange between
devices and central decision-makers. Still, some serious issues and challenges need to be
addressed before employing a fully decentralized approach in real-world operational sys-
tems. Finding an optimal solution in a fully decentralized fashion is not easy, as the solutions
may even diverge in multi-objective optimization scenarios with multiple conflicting goals. So
more advanced techniques need to be introduced to deal with this increased complexity.
In this deliverable, we first provide an overview of the different architectures of hierarchical
and decentralized machine learning architectures. In Chapter 2 we discussed different Hier-
archical Reinforcement Learning (HRL) systems where they divide the original problem into
multiple layers of hierarchies and solve them in different abstract layers. Then in Chapter 3
we discussed the framework of decentralized machine learning as a key enabler for edge
intelligence. We focused on the important notions of solution’s robustness and the available
tools to reduce the amount of information to share in the network for converging to a solution.
We next introduced AD-GDA, an algorithm that is shown to produce fair predictors using a
compressed communication.
Then we took a look at multi-objective optimization problems and discussed some use-cases
and applications of these techniques in wireless communications, which can be addressed
by hierarchical and/or distributed learning. We discussed different wireless sensing tech-
niques in Chapter 4 and then introduced an Millimeter Wave (mmWave) radar-based ges-
ture recognition system that uses a hierarchical learning scheme to capture spatial features
of radar-generated point clouds through a set of layers and then fuse the spatial features
to capture the temporal evolution of the gesture. Next, in Chapter 5, we present a multi-
objective minimization problem for RIS assisted UAV communication to provide sustainable
connectivity in semi-urban/rural areas. We devised an optimization problem that determines
the UAV trajectory, RIS phase, and UAV transmission power while ensuring a ground UEs
receive a guaranteed rate. We then employed SCA to find the optimal solution. Finally,
in Chapter 6, we addressed multi-objective problems involving control and communication,
where the idea was to find a suitable network configuration capable of optimizing the control
performance while saving network resources.
The applications mentioned above are only a few problems that can be expressed as multi-
objective optimization problems and possibly solved by hierarchical/distributed learning tech-
niques. Hierarchical and distributed learning techniques are still under question, and they
have a long way to go before employing them in a real-world operational system.
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